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Preface

This report presents the results of our audit of FEMA’s compliance with year 2000 requirements.  It was prepared to assist the Agency in its efforts to ensure that mission-critical systems and building infrastructure equipment will process date sensitive data accurately beginning January 1, 2000.

The report contains recommendations for corrective action. Accordingly, it is being sent to the Executive Associate Director, Information Technology Services Directorate, and the Executive Associate Director, Operations Support Directorate. 

The Audit Division, Office of Inspector General, prepared this report. Questions may be addressed to Nancy L. Hendricks, Assistant Inspector General for Audit, at (202) 646‑3911.







George J. Opfer







Inspector General
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Executive Summary

The Office of Inspector General (OIG) audited the Agency’s process for evaluating FEMA’s hardware, software, and building infrastructure equipment to determine whether computers and other equipment will continue to function properly in the year 2000. Our objectives were to (1) determine the current status of FEMA’s efforts; (2) determine whether the year 2000 Program Management Plan addresses all critical issues; (3) evaluate the adequacy of the project management structure to address potential problems; and (4) review validation and testing strategies and procedures. The audit does not, nor was it intended to provide assurance that Agency hardware, software, or building infrastructure equipment will operate without problems on January 1, 2000, or thereafter. 

FEMA developed a Program Management Plan that provided direction in reviewing the Agency’s year 2000 compliance.  The Plan established centralized inventories for systems, Commercial-Off-The-Shelf (COTS) software, data exchanges, and network servers.  It also included all critical issues except for building infrastructure equipment.  Although not addressed in the Plan, FEMA established a process for reviewing building infrastructure equipment in FEMA-owned buildings. FEMA also established (1) a project management structure that assigns responsibilities for each information system, application software, data exchange, and network server, (2) an independent validation process by which to verify the system administrators’ test results, and (3) a centralized process for coordinating and preparing year 2000 reports for internal and external distribution.  

We found that, while FEMA has made progress in its year 2000 compliance efforts, action needs to be taken if critical year 2000 issues are to be addressed adequately and timely. To lessen FEMA’s vulnerability to year 2000 problems that could jeopardize the Agency’s ability to fulfill its mission at the turn of the century, FEMA needs to ensure that (1) mission-critical systems are corrected and tested before March 31, 1999, (2) COTS software and computers are evaluated properly, (3) FEMA building infrastructure equipment is year 2000-compliant, and (4) adequate plans are developed to address system contingencies and business continuity. 

Our report makes nine recommendations to assist the Agency.  In addition, because lack of compliance with the immovable year 2000 deadline has the potential for tremendous impact on Agency operations, we met with Agency management several times during the audit to inform them of the concerns that we believed warranted their immediate attention.  We provided our draft report to the Information Technology Services and Operations Support Directorates for their review and comment.  They  provided comments and, except where noted in the report, generally agreed with the report’s conclusions and recommendations.  In some cases, corrective actions were already underway.  As warranted, changes were made to the final report. Management comments in their entirety can be found in Appendices B and C.  We will continue to work with Agency management and monitor their efforts.

Background

FEMA’s mission is to reduce the loss of life and property and to protect National institutions from all hazards by leading and supporting the Nation in a comprehensive, risk-based emergency management program.  Business and Government leaders are taking action to avoid a potential national emergency on January 1, 2000, due to multiple failures of computer hardware, software, and building infrastructure equipment that may result from the year 2000 compliance problem.  

The year 2000 problem relates to the way dates are recorded and computed in many information systems.  For the past several decades, systems have used only two-digits to designate a year in order to conserve electronic data storage space and reduce operating costs.  With the two-digit format, the year 2000 (00) is indistinguishable from the year 1900 (00).  The fact that the year 2000 is a leap year presents an additional challenge, as century years are not leap years unless they are divisible by 400 -- 1900 was not a leap year, but 2000 is.  As a result, system or application programs that use dates to perform calculations, comparisons, or sorting may generate incorrect results in the year 2000, or simply fail to operate.

The Office of Management and Budget (OMB) is overseeing Federal agencies’ progress in addressing year 2000 issues. OMB has set milestone dates by which agencies are to have renovated (September 1998), validated (January 1999), and implemented (March 1999) their information system revisions.  Agencies making satisfactory progress in meeting those milestones are required to report quarterly the status of their efforts to OMB.  Agencies not progressing satisfactorily must report monthly to OMB.  OMB collates the information provided by agencies and gives Congress quarterly status reports on the Federal Government’s year 2000 compliance efforts.  FEMA has remained in satisfactory status with OMB, and reports quarterly.

The Chief Information Officer (CIO), who is also the Executive Associate Director, Information Technology Services Directorate (ITS), chairs FEMA’s Information Resources Board (IRB), composed of senior managers representing Agency organizational elements.  Through this board the CIO apprises FEMA senior managers of year 2000 problems and periodically reports FEMA’s year 2000 status.  In addition, the CIO established the Year 2000 Program Management Group (PMG) within ITS to coordinate the Agency’s overall year 2000 efforts, provide technical support and testing assistance, and prepare Agency reports to OMB.  Technical representatives (system administrators) from each FEMA component support the PMG. Individual program offices are responsible for repairing their own year 2000 problems and paying for the repairs. 

The Executive Associate Director, Operations Support Directorate (OS), is responsible for evaluating and reporting to ITS the status of building infrastructure equipment in FEMA-owned buildings.  OS is also responsible for coordinating with other Federal agencies, including the General Services Administration (GSA) and the U.S. Army Corps of Engineers, regarding building infrastructure equipment in facilities leased by FEMA. 

FEMA defines a “system” as “the application software, hardware, and peripheral equipment necessary to support a program office requirement.” Throughout FEMA, 76 systems could be affected by year 2000 compliance. At risk are 46 mission-critical systems and 30 non-critical systems.  Mission-critical systems support core business activities and processes to the extent that the failure of any one of them would disrupt the critical functions of an organization. These systems include the National Emergency Management Information System (NEMIS), which is the backbone of FEMA's emergency management program; the Integrated Financial Management Information System (IFMIS), which handles all FEMA financial transactions; and the FEMA telecommunications and data network switches essential to coordinating FEMA’s nationwide activities.  A list of all 46 mission-critical systems, their functions, and their current year 2000 status is in Appendix A.  FEMA also uses numerous COTS software packages, such as Corel Draw and labeling software, to carry out mission-critical functions.  Approximately 16,200 computers at FEMA function as servers, stand-alone computers, or local area network workstations. All of the 57 facilities FEMA occupies across the nation could be affected if infrastructure equipment, such as elevators and heating systems, were to fail because of a lack of year 2000 compliance.   

ITS’ Program Management Plan is based on the Y2K Interagency Committee’s “Best Practices Guide” and OMB guidelines.  This plan comprises five phases:  

Awareness Phase--define the year 2000 problem, gain executive-level support, establish the program team and the overall strategy, and notify everyone involved of the issue.  This phase was scheduled for completion by December 31, 1996, and has been completed by FEMA.

Assessment Phase--evaluate the year 2000 impact on the Agency, identify core business areas and processes, inventory and analyze systems, and prioritize conversions or replacements.  This phase was to be completed by June 30, 1997, and has been completed by FEMA.

Renovation Phase--convert, replace, or eliminate hardware and software, and modify interfaces.  This phase was to be completed by September 30, 1998.  For eleven mission-critical systems in FEMA, this phase has not yet been completed.

Validation Phase--test, verify, and validate converted and replaced hardware and software.  This phase is scheduled to be completed by January 31, 1999. Validation work at FEMA is currently ongoing.

Implementation Phase--implement the converted or replaced hardware and software, as well as their system contingency plans.  This phase is scheduled to be completed by March 31, 1999. Most of FEMA’s mission-critical systems are scheduled for implementation by this date. Eleven mission-critical systems, however, either have not been completely renovated or have failed validation testing, thus missing the renovation milestone and may fall behind schedule in meeting the implementation deadline. 

Objectives, Scope, and Methodology

The objectives of our audit were to (1) determine the current status of FEMA’s year 2000 efforts; (2) determine whether the Year 2000 Program Management Plan addresses all critical issues; (3) evaluate the adequacy of the project management structure to address year 2000 problems; and (4) review validation and testing strategies and procedures.  Our audit concentrated on the Agency’s mission-critical systems, hardware, software, building infrastructure equipment, and contingency planning.   The audit does not, nor is it intended to provide any assurance that FEMA’s hardware, software, and building infrastructure equipment will operate without problems on January 1, 2000, or thereafter.

We visited FEMA’s Mt. Weather facility; its facility in Olney, Maryland; the National Emergency Training Center in Emmitsburg, Maryland; and the National Flood Insurance Program’s contractor in Beltsville, Maryland.  We reviewed system records, reports, documentation, and database listings maintained at these locations and at Headquarters regarding hardware, software, and building infrastructure equipment.  Telephone interviews were conducted with system administrators at 11 additional FEMA locations. Survey questionnaires completed by the system administrators of the 46 mission-critical systems, and documentation regarding non-ITS equipment, were reviewed.  We worked closely with ITS in testing mission-critical systems’ year 2000 compliance, and reviewed efforts addressing building infrastructure equipment and contingency plans for information systems. We also met with GSA officials regarding their planned work on buildings leased by FEMA.  

Fieldwork was conducted during the period September 1998 through December 1998.  The audit was conducted under the authority of the Inspector General Act of 1978, as amended, and according to generally accepted government auditing standards. 

Results of Audit

FEMA has made progress in addressing year 2000 problems. The Agency developed a Program Management Plan that provided direction in reviewing compliance of the Agency’s systems and software. The plan established centralized inventories for systems, COTS software, data exchanges, and network servers.  Although not addressed in the Program Management Plan, FEMA established a process for reviewing building infrastructure equipment in FEMA-owned buildings. FEMA also developed a project management structure that assigns responsibilities for each information system, application software package, data exchange, and network server. An independent validation process was used to verify year 2000 compliance.  In addition, FEMA set up a centralized process for coordinating and preparing year 2000 reports for internal and external distribution. 

FEMA is approximately two months behind OMB’s timetable for renovating seven mission-critical systems.  Additionally, four systems, originally reported as compliant, use software and hardware that need upgrades to become year 2000-compliant.  We also found that ITS did not plan to review COTS software packages reported by system administrators to be mission-critical, or to review a significant number of computers used to carry out the FEMA mission. In addition, FEMA has not reviewed its building infrastructure equipment to determine its status in making the transition to the year 2000.  Finally, the Agency has not made adequate plans for business continuity and for dealing with contingencies in carrying out the Agency mission if its information systems and/or building infrastructure equipment should fail on January 1, 2000.  FEMA needs to complete the renovation and testing of its mission-critical systems, software and hardware, and building infrastructure equipment and adequately plan for contingencies and business continuity to lesson the Agency’s vulnerability to year 2000 problems that could jeopardize FEMA’s ability to fulfill its mission at the turn of the century.

1.  Mission-Critical System Renovation and Validation

On January 20, 1998, OMB instructed Federal agencies to have their systems renovated by September 1998, validated by January 1999, and implemented by March 1999.  These milestones allow time for contingency implementation or extra repair/replacement work should mission-critical systems miss the implementation milestone.  FEMA missed the September 1998 renovation deadline for seven mission-critical systems.  In addition, four mission-critical systems were non-compliant upon completion of our draft report, although they were reported as compliant in the November 1998 quarterly report to OMB.

Renovation 
The deadline set by OMB for renovation of critical systems was September 1998. A description of FEMA’s mission-critical systems is in Appendix A.   FEMA has not renovated seven mission-critical systems that have been reported as non-compliant since February 1998. The following chart lists the seven systems and their year 2000 status.

SYSTEM
STATUS




1.  NFIP Write Your Own System
Upgrading Operating Systems by January 1999.  Test COTS software in May 1999.

2.  MERS Mobile Response Vehicles
Upgrade to be completed by February 1999.

3.  National Fire Incident Reporting System
Test of upgraded version to be completed by January 1999. 

4.  Automated Access Control System
Contractor will complete upgrading each site by March 1999.

5.  Central Locator System
Purchased New PCs and software upgrades but has not installed the upgrades.

6.  Integrated Facilities Management System
To be replaced in January 1999.

7.  Training Management System
Software has been updated and validated but not installed.

As indicated by the chart, one system is not scheduled for renovation until well into 1999.  We discussed the delays in renovating these systems with ITS officials.  They said that the most critical milestone is the March 1999 implementation deadline and, therefore, they do not monitor the intermediate milestones. Implementation cannot occur, however, if the systems have not been renovated and validated. As renovation has not occurred within the timeframes required, system validation and implementation for these seven mission-critical systems may also be delayed past their milestones.  The implementation milestones for one mission-critical system has already been moved back two months to May 1999. FEMA cannot be assured, therefore, that this system will be fully operational by January 1, 2000.  Although responsibility lies with the system administrators to bring these systems into compliance, it is the CIO’s responsibility to ensure that system administrators meet the OMB deadlines.

Validation

The CIO created a validation team to independently verify the year 2000 compliance status of the 46 mission-critical systems reported by FEMA system administrators.  The validation team was composed mainly of two engineers from ITS’ Engineering Division.  As of mid-December 1998, the team had reviewed 29 of the 46 systems.  They found that four systems, reported as compliant in the November 1998 quarterly report to OMB, have system modules or hardware that need to be updated or replaced for year 2000 compliance.  Currently, these systems will not properly convert on January 1, 2000.  A list of the systems and how they failed follows. 

· The Automated Disaster Assistance Management System (ADAMS), which supports all facets of disaster assistance, is using non-compliant hardware.

· The National Emergency Management Information System (NEMIS) is an agency-wide system of hardware, system software, and applications software that provides the technology base to perform the emergency management mission.  This system includes one COTS package that is not year 2000-compliant and six COTS packages that were “compliant with reservations”.  Our review of the NEMIS assessment showed that 13 additional COTS packages listed were not evaluated.  Finally, our review of hardware tests found 36 computers dedicated to NEMIS that were not year 2000-compliant.

· The Map Service Center Inventory Management System, used to track and control the distribution of flood insurance rate maps, was also found not to comply.  No explanation was provided for the non-compliance.

· The Actuarial Information System (NFIP-AIS), used by the Federal Insurance Administration to provide loss projections, and establish rates for the National Flood Insurance Program, has an operating system that is not compliant.  Also COTS testing will not conclude until May 1999. 

Failure to take immediate action to bring these systems into compliance reduces time available to re-test and implement the systems before January 1, 2000.  Two of the four systems support major functions in fulfilling FEMA’s mission. Failure by any system could significantly impact the Agency’s ability to perform its functions. 

Recommendation

We recommend that the Chief Information Officer:

1. Ensure that each mission-critical system is repaired or replaced and re-tested for year 2000 compliance prior to March 31, 1999.  The system administrator for each non-compliant system should be advised to accelerate their repair and replacement efforts in order to meet the OMB deadlines.

Management Comments and IG Analysis

The CIO disagreed with our finding that 11 systems had not been renovated as of our report date.   The CIO interpreted our definition of renovation to include the successful implementation of the renovated systems, placing them in a production environment.  He further stated that renovation was completed on eight systems, and he expected all systems to be implemented by March 31, 1999, meeting the OMB deadline.

We believe that the definition of “renovation” found in the Y2K Interagency Committee’s “Best Practices Guide” for reviewing agency  systems is appropriate.   The Guide, which was adopted by FEMA, defines “renovation” as the phase where changes are actually made to the systems.  This includes modifying systems, making decisions on reengineering projects regarding the systems, and retiring obsolete systems.  Once this phase is completed, the systems are then validated, and, if compliant, implemented.  

The 11 systems identified in our report were not updated with all the required changes at the completion of our audit.  Five systems were not scheduled to complete their renovations (upgrades or replacement) until January 1999 or March 1999.  Two systems had not upgraded their hardware and software even though the equipment had been received.  Four additional systems listed initially as compliant but found to be non-compliant during validation needed to be upgraded. 

2.   Commercial-Off-The-Shelf Software 

ITS defines the standard software used by the Agency; however, some Agency functions require the use of specialized, non-standard software, including  COTS software. According to FEMA records, approximately 300 COTS software packages are used by the Agency.  Since the COTS software supports mission-critical functions, it must be tested for year 2000 compliance. 

ITS did not plan to review COTS software for year 2000 compliance.  It intended to test only standard Agency software and rely on the individual users of the COTS programs to test for year 2000 compliance. Since many of the COTS packages are integral components of mission-critical functions,  ITS needs to test all software to ensure year 2000 compliance.  Failure to test all COTS software could result in system failure and loss of data, preventing FEMA organizations from accomplishing their mission.  

On November 4, 1998, we met with the CIO to discuss our concerns regarding the evaluation of the COTS software packages.  We suggested that the CIO take a more proactive role in testing COTS packages and develop detailed guidance to assist COTS users.  The CIO agreed with our suggestion and will use ITS staff to conduct all COTS testing.  ITS needs to quickly review the software and provide the test results to the users to allow sufficient time for repair or replacement. 

Recommendations

We recommend that the Chief Information Officer: 

2. Review COTS software as soon as practical  and notify the owners of any non-compliant software by February 28, 1999, so that the Agency will meet OMB’s March 31, 1999, deadline; and

3. Provide technical assistance to users needing to repair or replace COTS software.
Management Comments and IG Analysis

The CIO noted that many of the approximately 300 non-standard packages used by the Agency are duplicative and only 150 non-standard COTS packages are used throughout the agency.  ITS staff will review the information available on these packages and provide users guidance on year 2000 compliance.  The thrust of this section is to test all COTS software, not to qualify the number of COTS packages used.  Determination of duplicate COTS packages needs to be considered by ITS staff during their review.

3.   Hardware 

A September 1998 report from the Agency’s property management system indicated that FEMA had approximately 16,200 computers nationwide. Since these computers are integral to FEMA’s fulfilling its mission, each needs to be tested for year 2000 compliance.  Year 2000-compliant software may not operate if the hardware on which it resides or through which it is accessed, is not year 2000-compliant.

The year 2000 issue relates to the format in which the year portion of a date resides in the system’s Basic Input/Output System (BIOS) settings.  The BIOS, installed by the manufacturer and stored in the computer’s hardware, is the first software that runs when the computer is turned on. It manages the computer’s internal clock, initiates the critical computer settings, and starts computer operating systems, such as Windows.  Computer manufacturers may not install the same BIOS in each computer of the same model; therefore, of two identical-appearing computers, one may be compliant while the other is not.

To determine how much progress FEMA has taken to test computers, we reviewed documentation and interviewed officials at four FEMA locations, and conducted telephone interviews with personnel at 11 other sites.

The following summarizes our findings:

· Five locations tested all of their computers.  

· At one of the five locations, all 628 computers were tested.  Of these, 346 (56 percent) computers failed the year 2000 compliance test. 

· Seven locations tested only one computer even though there were several at the site, believing that if one model were compliant, the other, similar models would be compliant.

· Three locations did not test any hardware. 

As indicated above, computers were tested inconsistently. All computers in FEMA need to be tested and, where necessary, repaired or replaced.  FEMA cannot be assured that the equipment will function, or function properly, unless these activities are completed before January 1, 2000. Without functioning computers, the Agency’s mission cannot be supported appropriately. 

After discussing our concerns with ITS, a memorandum was issued to all FEMA components informing them that all hardware will be reviewed by ITS staff using standard software.  ITS instructed each component to provide test results to ITS at Mt. Weather, where a centralized file will be kept on each computer.

We support ITS’ actions related to testing FEMA computers. ITS needs to ensure, however, that all testing is complete and changes implemented by OMB’s mandated March 31, 1999, due date. 

Recommendation

We recommend that the Chief Information Officer:

4. Ensure that FEMA-wide computer testing and implementation are completed by March 31, 1999.

Management Comments and IG Analysis

The CIO plans to have all FEMA computer tests completed by February 1999;   however, he cannot guarantee that repairs or replacements will be completed by March 31, 1999, because of a potential lack of resources.  The CIO stated that computers used for mission-critical functions will be taken care of before the March 31, 1999, deadline, and that all others would be replaced as resources permitted.  As personal computers play an integral part in FEMA’s day-to-day efforts to meet its mission, we strongly believe the Agency needs to make every effort to adhere to the OMB deadline for all computers.

4.   Building Infrastructure Equipment

The year 2000 problem reaches beyond information systems hardware and software.  Many components of other systems in buildings, such as elevators, contain embedded chips (small micro processing chips residing within an electronic device).  Frequently, these chips include a date function needed to run the system – for example, to set times and dates for maintenance procedures or to regulate temperature.  If the date function is not year 2000-compliant, then the chip may not work, causing vital equipment such as heating and security systems to either malfunction or cease operating.  

FEMA maintains offices in 57 facilities. FEMA owns 6 of these facilities, leases 15 from GSA, and leases the remaining 36 from other Federal agencies or private–sector entities.  In June 1997, FEMA reported, in response to a congressional inquiry, that a plan was under development to address year 2000 issues in FEMA building systems.  That plan was neither developed nor was the Program Management Plan revised to incorporate building infrastructure issues.  FEMA, however, has taken action to address year 2000 infrastructure issues in buildings it owns and operates.

In October 1997, OS issued a memorandum to FEMA managers responsible for FEMA-owned facilities. This memorandum instructed the managers to inventory their building infrastructure systems to determine potential year 2000 risks and address any vulnerabilities. It included evaluation checklists for environmental systems, security systems, energy/utility management and control systems, water management systems, and fire detection and control systems. The memorandum contained guidance instructing the managers to obtain written confirmation from vendors regarding year 2000 compliance and not to rely on verbal assurances. 

In January 1998, the CIO requested additional information from the FEMA-owned facilities managers, based on the feedback they provided to OS. The CIO’s memorandum asked the managers to validate each infrastructure system’s compliance or non-compliance, provide compliance evaluations for each system, and note whether validation was accomplished in-house or by the system manufacturer or supplier.  The CIO’s memorandum did not define compliance or validation nor did it describe the analytical steps to be followed during the managers’ evaluations.  

In May 1998, the CIO issued another memorandum asking the managers to complete a year 2000 certification form for each infrastructure system they had reported as year 2000-compliant. 

We reviewed the responses to the above-discussed memoranda and found that management’s actions varied greatly.  Some facilities obtained written manufacturers’ certifications, while others said they relied on oral certifications.  Some facilities claimed to have tested the manufacturers’ equipment certifications, but did not document their results.  Other facilities said that they did not test the certified equipment.  Some facilities included items such as fax machines, postage meters, and mobile equipment as infrastructure items.  Others did not.  

Because FEMA’s year 2000 review of its facilities is incomplete and inconsistent, FEMA cannot be assured that its building infrastructure equipment is year 2000-compliant.  The Agency’s review of FEMA-owned facilities was not conducted using a consistent definition of “infrastructure equipment” or a standard level of evidence and testing to assure compliance. FEMA also has taken no action to determine year 2000 compliance of building infrastructure equipment at the 51 facilities it leases. 

We met with OS officials to discuss our concerns and they noted that more needed to be done to address building infrastructure equipment.  They are attempting to obtain contractor support to independently verify and validate year 2000 compliance at all FEMA-owned facilities. They hope that similar reviews can be conducted at leased facilities by either GSA or the FEMA contractor.  

Recommendations

We recommend that the Executive Associate Director, Operations Support Directorate, ensure that all FEMA building infrastructure equipment be properly assessed for year 2000 compliance by:

5. Setting a standard for infrastructure year 2000 compliance that specifies which items are to be reviewed, what certifications are to be accepted, and what level of acceptance testing is to be performed;

6. Applying that standard to all FEMA-owned property; and

7. Coordinating with GSA, other Federal agencies, and private-sector lessors to assure that the standard is applied to all space leased by FEMA.

Management Comments and IG Analysis

The Executive Associate Director, Operations Support Directorate, generally agreed with our findings and recommendations.  His comments provided details regarding actions already underway to implement our recommendations.

5.   Business Continuity and System Contingency Plans 

Despite FEMA’s efforts to renovate, validate, and implement its mission-critical information systems, the Agency’s core business processes remain vulnerable to year 2000 failures.  The risk of failure is not limited to FEMA’s internal information systems.  FEMA also depends on information and data from hundreds of state and local agencies and relies on services supplied by providers of public infrastructure – including power, water, transportation, and voice and data telecommunications.  For example, FEMA could lose its ability to issue checks to disaster grantees if NEMIS should fail. Even if NEMIS is perfectly year 2000-compliant, however, it cannot be used to issue checks to disaster victims if electric power is not available.

Because of these risks, FEMA, like other Federal agencies, is developing business continuity and system contingency plans to ensure that essential functions remain operational despite failures of multiple year 2000 systems or services.  OMB has tasked each Federal agency to identify, assess, manage, and mitigate the year 2000 risks to core business processes.  Agencies are required to develop and test business continuity plans, which are designed to safeguard an agency’s ability to maintain minimum acceptable levels of services in the event of failures of internal or external mission-critical information systems.  In addition, the FEMA CIO has required contingency plans for all FEMA mission-critical systems.  Contingency plans are system specific, and address the steps to be taken if a mission-critical system should unexpectedly fail because of year 2000 non-compliance. Contingency plans for FEMA’s mission-critical systems will complement the Agency’s business continuity plans.  Both sets of plans are to be included in FEMA’s overall Business Continuity and Contingency Plan (BCCP).

FEMA began work on the BCCP in April 1998.  The report drafted at that time provided a framework within which the Agency was to develop continuity plans for its core business processes.  FEMA has yet to develop any continuity plans for its core business processes.  In addition, the Agency does not have individual contingency plans for 9 of its 46 mission-critical systems.   

The time to develop and test these plans is rapidly diminishing.  If FEMA does not take aggressive action, FEMA may be unprepared to handle year 2000 contingencies in its most critical mission areas.  This could cause a disruption of Federal emergency services in the midst of a national crisis.

Business Continuity Planning

OMB has required all agencies to prepare continuity-of-business plans.  The plans should describe strategies to mitigate risks, and alternative methods for ensuring the continuity of the agency’s core business functions.  OMB stated that the plans should provide for the loss of services outside the agency’s control -- such as the ability of suppliers to provide products, services, or data -- or the loss of critical infrastructure.

In its April 1998 draft BCCP, FEMA said that it would analyze its core business processes to identify threats to uninterrupted service, and devise plans to be activated should a year 2000 failure occur.  This document identified the eight FEMA core business processes for which risk mitigation strategies were to be developed.  A continuity plan was to be developed for each of the core business processes listed below:

FEMA CORE BUSINESS PROCESSES



Disaster Mitigation

Disaster Response and Recovery

Preparedness, Training, and Exercises

Flood Insurance

Fire Fighter Training and Fire Data

Financial Management

Information Technology

Operations Support

Continuity plans for each core process were to undergo review by FEMA’s CIO and IRB and were to be independently verified and validated by a FEMA contractor.  The overall BCCP was to be updated quarterly.

The BCCP has not been updated since April 30, 1998.  In addition, the CIO has not yet received input regarding continuity plans for the eight core business processes identified.  On December 3, 1998, the CIO wrote a memo to all Agency directors requesting that they provide information regarding their business-process continuity plans.  The CIO instructed each program to review its business processes to assess vulnerability and plan for contingencies to ensure the ability to function and to bring systems back on line if they should fail. Each plan is expected to be a comprehensive document that clearly states the steps that need to be taken to accomplish objectives.  This information is to be included in FEMA’s February 1999 quarterly report to OMB.  The CIO’s memo did not set a deadline for providing the requested information.

System Contingency Planning

The CIO required that system contingency plans be developed for all FEMA mission-critical systems.  To facilitate development of these plans, the CIO supplied the owners of FEMA’s mission-critical systems with a Year 2000 Continuity and Contingency Planning Questionnaire in July 1998.  The questionnaire requested detailed information regarding contingency planning for each mission-critical system.  The completed questionnaire could then be used as the system’s contingency plan.

The CIO received 37 completed system contingency plans to date. Only one responds to all the questions presented in the CIO’s business continuity and contingency planning questionnaire.  Further, only a few of the 37 system contingency plans contain sufficient detail to make any judgment regarding their usefulness.  Almost all were extraordinarily brief, and did not provide information about how and when they would be implemented.

The CIO has yet to receive any contingency planning information about nine mission-critical systems, including NEMIS – which failed validation tests and is late in meeting milestones.  

FEMA is rapidly running out of time to develop and test its business continuity and contingency plans. If adequate plans are not developed and tested in a timely manner, FEMA could find itself unable to manage its own year 2000 emergency. Action must be taken immediately to ensure that FEMA will continue to provide core services if faced with unforeseen year 2000 failures.  

Recommendations

We recommend that the Chief Information Officer:

8. Require Agency officials who are responsible for mission-critical systems and core business functions to have all continuity and contingency plans developed by March 31, 1999; and

9. Require that the CIO and IRB review the BCCP and all mission-critical system contingency plans for adequacy and completeness.

Management Comments and IG Analysis

The CIO commented that March 31, 1999, was not an effective deadline for validating all business continuity and system contingency plans.  He agreed that this work needs to be completed as soon as possible, but noted that business continuity plans have an evolving nature that will require them to be re-designed and re-tested throughout 1999.  We discussed the issue with ITS and OMB and modified the report accordingly.

Appendix A 

FEMA Mission-Critical Systems


Name
Description
Status of

System
Contingency

Plan

Prepared?

1
Automated Access Control System (AACS)
Provides an automated system for tracking and controlling access to FEMA Headquarters facilities.
Non-compliant
Yes

2
Automated Acquisition Management System (AAMS)
An integrated, automated procurement system that supports HQ, Satellite and Regional procurement personnel in the acquisition of goods and services.
Compliant
No

3
Automated Disaster Assistance Management System (ADAMS)
Supports all facets of disaster assistance including Hazard Mitigation, processes assistance to individuals and State and local governments, and supports administrative and financial functions required for field disaster assistance.
Compliant
   
No

4
Admissions System (AdmSys)
Records of all resident and field students attending National Fire Academy.  Records of Emergency Management Institute's resident courses and housing assignment.
Compliant
Yes

5
Automated Forms Management System (AFMS)


An automated system for developing, filing in, and routing forms electronically throughout FEMA.
Compliant
Yes

6
Automated Personnel Security System (APSS)
Provides for an automated system of control of all personnel security records.
Compliant
Yes

7
PT Budget System (BudSys)
Inter-linked spreadsheets used to track internal budget numbers.
Compliant
Yes

8
Consequences Assessment Tool Set (CATS)
Modeling package to assess risk exposure and planned immediate response.
Compliant
No

9
Correspondence and Issues Management System (CIMS)
An automated system for routing, assigning, tracking and applying suspense to general, congressional, and White House correspondence.
Compliant
Yes

10
Community Information System (CIS)
Provides community specific information regarding activities and operations related to flood plain management, mapping, and insurance for NFIP communities.
Compliant
Yes

11
Central Locator System (CLS)
Maintains a current list of the Key Government Officials.
Non-compliant
Yes

12
Document Control and Accountability System (DCAS)
A database management system used to store and retrieve information on all FEMA classified documents processed through the Document Control Center.
Compliant
Yes

13
Emergency Education Network (EENET)
A one-way video, two-way audio "C” band satellite-distributed videoconferencing system.
Compliant
Yes

14
Emergency Management Exercise Reporting System (EMERS)


Provides FEMA with the data needed to assess the effectiveness of emergency management capabilities at the State and local levels.


Compliant
Yes

15
Engineering Studies Data Package (ESDP)
Fee Charge System.
Compliant
Yes

16
Integrated Facilities Management System (FACMAN)
Provides administrative support and management functions critical to the delivery of FEMA services at the Mount Weather Emergency Assistance Center.
Non-compliant
Yes

17
FEMA Automated Network Management Program (FANMAP)
Program that creates a file of frequencies to load into identified HF radios.


Compliant
No

18
FEMA National Radio System (FNARS)
A high frequency (HF) single side band radio system designed to back up landline based systems and ensure continued connectivity between the Federal, State and territorial governments.
Compliant
Yes

19
FEMA Switched Network (FSN)
A modern electronic tandem network that employs Integrated Services Digital Network (ISDN) for voice and data communications required for emergency and day-to-day use.
Compliant
Yes

20
FEMA Switched Network (data) (FSN2)
Routed data network consisting of CISCO Routers & T-1 links.
Compliant
Yes

21
Geographic Information System (GIS)
Provides mapping analysis and spatial data warehousing for Mitigation and FIA.
Compliant
Yes

22
Loss Estimation (HAZUS)
Provides capability to estimate losses and damages from natural hazards.


Compliant
No

23
HMGP National Database (HMGPDB)
Used to capture data on projects submitted to FEMA by States for funding through the Hazard 

Mitigation Grant Program. 
Compliant
Yes

24
Integrated Digital Network Exchange (IDNX)
Integrated Telephone Switchboard.


Compliant
Yes

25
Integrated Financial Management Information System (IFMIS)
A financial reporting system enhanced with several feeder subsystems (budget, procurement, accounting, and other administrative processes and reporting) to achieve significant, integrated, on-line capabilities.
Compliant
No

26
FEMA Library System (LIBSYS)
Electronic database used to archive flood insurance. 
Compliant
Yes

27
Logistics Information Management System (LIMS)
Provides for material management, maintenance, and logistics readiness reporting.
Compliant
No

28
Logistics Information Management System II (LIMSII)
An automated FEMA-wide property management, maintenance, and logistics readiness reporting system.
Compliant
No

29
Letters of Determination Review (LODR) System
Provides the ability to track Letters of Map Determination.
Compliant
Yes

30
Mobile KU Band Vehicle (MATTS-MKV)
Satellite system for long range telecommunications.  FEMA Recovery Channel.
Compliant
Yes

31
FEMA Secure LAN (MERS-FSL)


This system will replace both MERS  ALPHA  and SLAN.
Compliant
Yes

32
Mobile Response Vehicle (MERS-MRV)
Multiple radio KU Band satellite system for long range telecommunications.
Non-compliant
Yes

33
Mail Management System (MMS)
An automated system that links mail operations units in FEMA, Regional Offices, MWEAC, NTC, Disaster Field Sites, and Disaster Field Offices to FEMA Headquarters Mail Management Operations.
Compliant
Yes

34
Map Service Center Inventory Management System (MSCIMS)
Track and control the distribution of Flood Insurance Rate Maps.
Compliant

Yes

35
National Warning System (NAWAS)
Special purpose telephone circuits that provide Federal, Regional, State and local officials with warning of an impending natural disaster, hazardous weather conditions, sea wave warning, downed aircraft situations and possible attack upon the country.
Compliant
Yes

36
National Defense Executive Reserve System (NDER)
Central Database on individual status of National Defense Executive Reservists government-wide.  
Compliant
Yes

37
National Emergency Management Information System (NEMIS)
An agency-wide system of hardware, system software, and applications software that will provide a new technology base to FEMA and its partners to perform the emergency management mission.
Compliant1

No

38
Actuarial Information System (NFIP-AIS)
Analyzes NFIP, provides loss projections, establishes rates, facilitates access and increases market penetration of actuarial analysis.
Compliant 1
Yes

39
National Flood Insurance Program/Write Your Own (NFIP-WYO)
Maintains financial and program control of the FIA write your own program.
Non-compliant 
Yes

40
National Fire Incident Reporting System (NFIRS)


A standard package of forms, elements, codes, software, procedures and manuals used for uniform data reporting methods by states in developing and reporting fire data to the National Fire Data Center.
Non-compliant
Yes

41
NS Secure LAN (NSLAN)
Provides email, commercial software programs and custom applications to NS for direct customer support and day-to-day mission management.
Compliant
Yes

42
Primary Entry Point (PEP)
Consists of 33 radio systems and the Hawaii emergency operating center.
Compliant
Yes

43
Status of Studies and Letters (Status) (S&L)
Modules within the Community Information System (CIS) that track the status of flooding source studies and letter actions by community.
Compliant
Yes

44
Training Management System (TMS)
Used to capture and monitor emergency management training data.  


Non-compliant
Yes

45
Visit Authorization Requests (VAR)
Tracks requests for classified visits.
Compliant
Yes

46
Warehouse Management System
Tracks FEMA publications inventory and provides order processing capabilities.
Compliant
Yes
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MEMORANDUM FOR: Nancy L. Hendricks ,
Assistant Inspector (16:1014] for Audu

FROML: ~ (1 Clay Helirs
Chief ln‘for a’ﬁ"hh &
SUBIECT: Draft Report- _Audit of C Agency Compliance with Year ’OO(}
Requirements

This is in response to your draft audit report entitled, Audit of Acency Compliance with Year
2000 Requirements, issued on January 5, 1999, Comments are du@ to vou by szum'y 13,1999

We have reviewed the draft report- and have provi dud you our initial reaction by telephone. The
Executive Summary language, which was repeated under "Results of Audit.” that indic ated that
FEMA had failed to adequately prepare for Y2K was inappropriate. You have indicated that this
~would be changed. We appreciate that and concur in the revised language as read over the
telephone. Other comments addressing the report are provided below. Since we had been f ully
briefed on the content of the report prior to its issuance in draft, our comments reflect

clarifications rather than rebuttals to the information provided. We have not addre
infrastructure findings and recommendations since they are the responsi ibility of the Operati
Support Directorate.

The one major conflict we have with your audit is in the area of system renovation. You have
described the Renovation Phase as "convert, replace, or eliminate hardware and software and

- modify interfaces” and indicate that FEMA has not accomplished this phase for twelve TSSO
critical systems. It appears that your interpretation of renovation includes successful
implementation of the renovated system. This was not the intent of the renovation phase. Rather
renovation provides for the new coding (whether repaired or replaced) and the upgraded
environment upon which it 'will run, together with Interface accommodations {where necessary)
to ensure proper data exchanges. Renovation does not entail putting these elements together in a
production environment. This interpretation of renovation subsequently challenges our ability.
in your estimation, to complete the Validation Phase by January 1999 and Implementation by
March 1999, : :

We do not agree with your assessment that all twelve systems have not completed the renovation
phase, although it is true for some of the systems that have been recently identified to be non-
compliant throu gh testing or other evaluation. The status of each of these systems is presented in
Attachment 1. According to our information, renovation has been completed for eight systems
and we expect all systems will be implemented by March 31, 1999, meeting the Office of
Management and Budget (OMB) deadline. Since this is the bottom-line goal for these systems,
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Washington, B 20479

Memorandur For: Nancy L. Hendricks
Assistant Inspector General for Audit
Office of the Inspector General .

Front: Feuvi Bruce d. Campbelt :
Executive Associate Director
Operations Support Diréctorate

Subject: : Draft Report. Audit of Agency Compliance with Year 2000 Requircments

‘Thank you, for the opportunity. to review the subject report. We carefully examined its contents,
especially its recommendations for this Dircctorate on assessing for vear 2000 compliance for

all FEMA building infrastructure equipment, and status and contingency planning for OS FEMA
Mission-Critical Systenis. Please see the attached extensive comments on the recommendations; and pen
and ink comments on other parts of ‘the report should resolve some information security malters:

1 ari concerned over the somewhat negative tone that permeates the report. I think congideration
should be given fo the fact that this is basically * unplowed ground” with a great deal of functional
area vagaries and overlaps that had to be dealt with for first time,

Incany case if vou have any questions; please give mie acall.

Attachment
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Federal Emergency Management Agency


Office of Inspector General


Washington,  D.C.   20472

CUSTOMER RESPONSE



IG Report No.:
The Office of Inspector General has a continuing interest in improving the usefulness of its products.  We wish to make our reports as responsive as possible to our customers’ requirements, and therefore ask that you consider sharing your thoughts with us.  Please include answers to the following questions if they are applicable to you:

1. What additional background information about the selection, scheduling, scope, or procedures of the review would have been helpful to the reader in understanding this report?

2. What additional Information related to findings and recommendations could have been included in this report to assist management in implementing corrective actions?

3. What format, stylistic, or organizational changes might have made this report’s overall message clearer to the reader?

4. What additional actions could the Office of Inspector General have taken on the issues discussed in this report which would have been helpful?

5. Additional comments to improve future reports?

Please include your name and telephone number so that we may contact you should we have any questions about your comments.

Name: __________________________________

Date: ____________________

Organization: ____________________________

Telephone: ________________

Please send your comments, address any questions to the following address or fax them to           (202) 646-3901.  You may also ccmail/email your comments to James Daniels@FEMA.Gov, or call Mr. Daniels at (202) 646-3221.





Office of Inspector General





Federal Emergency Management Agency





500 C Street, S.W., Room 506





Washington, D.C.  20472

FEMA Form Letter 19-10, JUL 98

File:  Document1
Printed:  11:12 AM  Monday, January 25, 1999






� Subsequent to the November 15, 1998, quarterly report to OMB, these systems were found to be non-compliant.





1 Subsequent to the November 15, 1998, quarterly report to OMB, these systems were found to be non-compliant.





1 Subsequent to the November 15, 1998, quarterly report to OMB, these systems were found to be non-compliant.
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